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ABSTRACT Cognitive scientists need theoretical guidance that 
is grounded in something beyond intuition. They need evolu- 
tionary biology's "adaptationist program": a research strategy 
in which theories of adaptive function are key inferential tools, 
used to identify and investigate the design of evolved systems. 
Using research on how humans reason about social exchange, 
the authors will (1) illustrate how theories of adaptive function 
can generate detailed and highly testable hypotheses about the 
design of computational machines in the human mind and (2) 
review research that tests for the presence of these machines. 
This research suggests that the human computational architec- 
ture contains an expert system designed for reasoning about 
cooperation for mutual benefit, with a subroutine specialized 
for cheater detection. 

Natural competences 

Scientists have been dissecting the neural architecture of 
the human mind for several centuries. Dissecting its 
computational architecture has proven more difficult, 
however. Our natural competences-our abilities to see, 
to speak, to find someone beautiful, to reciprocate a fa- 
vor, to fear disease, to fall in love, to initiate an attack, to 
experience moral outrage, to navigate a landscape, and 
myriad others-are possible only because there is a vast 
and heterogeneous array of complex computational ma- 
chinery supporting and regulating these activities. But 
this machinery works so well that we do not even realize 
that it exists. Our intuitions blur our scientific vision. As 
a result, we have neglected to study some of the most in- 
teresting machinery in the human mind. 

Theories of adaptive function are powerful lenses 
that allow one to see beyond one's intuitions. Aside 
from those properties acquired by chance or imposed 
by engineering constraint, the mind consists of a set of 
information-processing circuits that were designed by 
natural selection to solve adaptive problems that our 
ancestors faced, generation after generation. If we 
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know what these problems were, we can seek mecha- 
nisms that are wellengineered for solving them. 

The exploration and definition of adaptive problems is 
a major activity in evolutionary biology. By combining 
results derived from mathematical modeling, compara- 
tive studies, behavioral ecology, paleoanthropology, and 
other fields, evolutionary biologists try to identify (1) 
what problems the mind was designed to solve, (2) why it 
was designed to solve those problems rather than other 
ones, and (3) what information was available in ancestral 
environments that a problem-solving mechanism could 
have used. These are the components of what Marr 
(1982) called a "computational theoryn of an informa- 
tion-processing problem: a task analysis defining what a 
computational device does and why it does it. 

Because there are multiple ways of achieving any so- 
lution, experiments are always needed to determine 
which algorithms and representations actually evolved 
to solve a particular problem. But the more precisely 
you can define the goal of processing-the more tightly 
you can constrain what would count as a solution-the 
more clearly you can see what a program capable of 
producing that solution would have to look like. The 
more constraints you can discover, the more the field of 
possible solutions is narrowed, and the more you can 
concentrate your experimental efforts on discriminating 
between viable hypotheses. 

In this way, theories of adaptive problems can guide 
the search for the cognitive programs that solve them. 
Knowing what cognitive programs exist can, in turn, 
guide the search for their neural basis. To illustrate this 
approach, we will show how it guided a research pro- 
gram of our own on how people reason about social in- 
teractions. 

Some of the most important adaptive problems our 
ancestors had to solve involved navigating the social 
world, and some of the best work in evolutionary biol- 
ogy is devoted to analyzing constraints on the evolution 
of mechanisms that solve these problems. Constructing 
computational theories from these constraints led us to 
suspect that the human cognitive architecture contains 
expert systems specialized for reasoning about the social 



world. If these exist, then their inference procedures, 
representational primitives, and default assumptions 
should reflect the structure of adaptive problems that 
arose when our hominid ancestors interacted with one 
another. Our first task analysis was of the adaptive infor- 
mation-processing problems entailed by the human abil- 
ity to engage in social exchange. 

Social exchange and conditional reasoning 

In categorizing social interactions, there are two basic 
consequences that humans can have on each other: help- 
ing or hurting, bestowing benefits or inflicting costs. 
Some social behavior is unconditional: One nurses an in- 
fant without ashng it for a favor in return, for example. 
But most social acts are delivered conditionally. This 
creates a selection pressure for cognitive designs that can 
detect and understand social conditionals reliably, 
precisely, and economicaIly (Cosmides, 1985, 1989; 
Cosmides and Tooby, 1989, 1992). Two major categories 
of social conditionals are social exchange and threat- 
conditional helping and conditional hurting-carried out 
by individuals or groups on individuals or groups. We 
initially focused on social exchange (for review, see 
Cosmides and Tooby, 1992). A social exchange involves 
a conditional of the approximate form: Ifperson A provides 
the requested benejit to or meets the requirement ofperson orgroup 
B, then B willprovide the rationad benefit to A. (Herein, a rule 
expressing this kind of agreement to cooperate will be 
referred to as a social contract.) 

We elected to study reasoning about social exchange 
for several reasons: 

1. Many aspects of the evolutionary theory of social 
exchange (sometimes called cooperation, reciprocal altru- 
ism, or reciprocation) are relatively well developed and 
unambiguous. Consequently, certain features of the 
functional logic of social exchange could be confidently 
relied on in constructing a priori hypotheses about the 
structure of the information-processing procedures that 
this activity requires. 

2. Complex adaptations are constructed in response to 
evolutionarily long-enduring problems. Situations in- 
volving social exchange have constituted a long-enduring 
selection pressure on the hominid line: Evidence from 
primatology and paleoanthropology suggests that our an- 
cestors have engaged in social exchange for at least sev- 
eral million years. 

3. Social exchange appears to be an ancient, perva- 
sive, and central part of human social life. The universal- 
ity of a behavioral phenotype is not a suficient condition 
for claiming that it was produced by a cognitive adapta- 
tion, but it is suggestive. As a behavioral phenotype, so- 

cial exchange is as ubiquitous as the human heartbeat. 
The heartbeat is universal because the organ that gener- 
ates it is everywhere the same. This is a parsimonious 
explanation for the universality of social exchange as 
well: the cognitive phenotype of the organ that gener- 
ates it is everywhere the same. Like the heart, its devel- 
opment does not seem to require environmental 
conditions (social or otherwise) that are idiosyncratic or 
culturally contingent. 

4. Social exchange is relatively rare across species, 
however. Many species have the ability to recognize pat- 
terns (as connectionist systems do) or change their be- 
havior in response to rewards and punishments (see 
chapter 81 of this volume). Yet these abilities alone are 
insuficient for social exchange to emerge, despite the re- 
wards it can produce. This suggests that social exchange 
behavior is generated by cognitive machinery special- 
ized for that task.' 

5. Finding procedures specialized for reasoning about 
social exchange would challenge a central assumption of 
the behavioral sciences: that the evolved architecture of 
the mind consists solely or predominantly of a small 
number of content-free, general-purpose mechanisms 
(Tooby and Cosmides, 1992). 

Reasoning is among the most poorly understood areas 
in the cognitive sciences. Its study has been dominated 
by a pre-Darwinian view, championed by the British 
Empiricists and imported into the modem behavioral 
sciences in the form of the Standard Social Science 
Model (SSSM). According to this view, reasoning is ac- 
complished by circuits designed to operate uniformly 
over every class of content (see chapter 81), and the mind 
has no content that was not derived from the perceptual 
data these circuits take as input. These circuits were 
thought to be few in number, content free, and general 
purpose, part of a hypothetical faculty that generates so- 
lutions to all problems: "general intelligence." Experi- 
ments were designed to reveal what computational 
procedures these circuits embodied; prime candidates 
were all-purpose heuristics and "rational" algorithms- 
ones that implement formal methods for inductive and 
deductive reasoning, such as Bayes's rule or the proposi- 
tional calculus. These algorithms are jacks of all trades: 
Because they are content free, they can operate on infor- 
mation from any domain (their strength). They are also 
masters of none: To be content independent means that 
they lack any domain-specialized information that would 
lead to correct inferences in one domain but would not 
apply to others (their weakness). 

This view of reasoning as a unitary faculty composed 
of content-free procedures is intuitively compelling to 
many people. But the discipline of asking what adaptive 



information-processing problems our minds evolved to 
solve changes one's scientific intuitions/sensibilities. 
One begins to appreciate (1) the complexity of most 
adaptive information-processing problems; (2) that the 
evolved solution to these problems is usually machinery 
that is well engineered for the task; (3) that this machin- 
ery is usually specialized to fit the particular nature of 
the problem; and (4) that its evolved design must em- 
body "knowledge" about problem-relevant aspects of 
the world. 

The human computational architecture can be thought 
of as a collection of evolved problem-solvers. Some of 
these may indeed embody content-free formalisms from 
mathematics or logic, which can act on any domain and 
acquire all their specific content from perceptual data 
alone (Gigerenzer, 1991; Brase, Cosmides, and Tooby, 
1998). But many evolved problem-solvers are expert sys- 
tems, equipped with "crib sheets": inference procedures 
and assumptions that embody knowledge specific to a 
given problem domain. These generate correct (or, at 
least, adaptive) inferences that would not be warranted 
on the basis of perceptual data alone. For example, there 
currently is at least some evidence for the existence of in- 
ference systems that are specialized for reasoning about 
objects (Baillergeon, 1986; Spelke, 1990), physical cau- 
sality (Brown, 1990; Leslie, 1994), number (Gallistel and 
Gelman, 1992; Wynn, 1992, 1995), the biological world 
(Atran, 1990; Hatano and Inagaki, 1994; Keil, 1994; 
Springer, 1992), the beliefs and motivations of other indi- 
viduals (Baron-Cohen, 1995; Leslie, 1987; see also chap- 
ters 85 and 86), and social interactions (Cosmides and 
Tooby, 1992; Fiske, 1991). These domain-specific infer- 
ence systems have a distinct advantage over domain- 
independent ones, akin to the difference between experts 
and novices: Experts can solve problems faster and more 
efficiently than novices because they already know a lot 
about the problem domain. 

So what design features might one expect an expert 
system that is well engineered for reasoning about social 
exchange to have? 

Designfeaturespredicted by the 
computational theory 

The evolutionary analysis of social exchange parallels the 
economist's concept of trade. Sometimes known as "re- 
ciprocal altruism," social exchange is an "I'll scratch your 
back if you scratch mine" principle. Economists and evo- 
lutionary biologists had already explored constraints on 
the emergence or evolution of social exchange using 
game theory, modeling it as a repeated Prisoners' Di- 
lemma. Based on these analyses, and on data from pale- 
oanthropology and primatology, we developed a 

computational theory ( s e w  Marr, 1982) specifying de- 
sign features that algorithms capable of satisfying these 
constraints would have to have. For example: 

1. To discriminate social contracts from threats and 
other kinds of conditionals, the algorithms involved 
would have to be sensitive to the presence of benefits 
and costs and be able to recognize a well-formed social 
contract (for a grammar of social exchange, see 
Cosmides and Tooby, 1989). Social exchange is coopera- 
tion for mutual benefit. The presence of a benefit is crucial 
for a situation to be recognized as involving social ex- 
change. The presence of a cost is not a necessary condi- 
tion: providing a benefit may cause one to incur a cost, 
but it need not. There must, however, be algorithms that 
can assess relative benefits and costs, to provide input to 
decision rules that cause one to accept a social contract 
only when the benefits outweigh the costs. 

2. The game theoretic analyses indicated that social 
exchange cannot evolve in a species or be sustained sta- 
bly in a social group unless the cognitive machinery of 
the participants allows a potential cooperator to detect 
individuals who cheat, so that they can be excluded 
from future interactions in which they would exploit co- 
operators (Axelrod, 1984; Axelrod and Hamilton, 1981; 
Boyd, 1988; Trivers, 1971; Williams, 1966). In this con- 
text, a cheater is an individual who accepts a benefit with- 
out satisfying the requirements that provision of that 
benefit was made contingent upon. This definition does 
not map onto content-free definitions of violation found 
in the propositional calculus and in most other reason- 
ing theories (e.g., Rips, 1994; Johnson-Laird and Byme, 
1991). A system capable of detecting cheaters would 
need to define the concept using contentful representa- 
tional primitives, referring to illicitly taken benefits. The 
definition also is perspective dependent because the 
item or action that one party views as a benefit, the 
other views as a requirement. Given "If you give me 
your watch, I'll give you $10," you would have cheated 
me if you took my $10 but did not give me your watch; I 
would have cheated you if I had taken your watch with- 
out giving you the $10. This means that the system 
needs to be able to compute a cost-benefit represent.- 
tion from the perspective of each participant, and define 
cheating with respect to that perspective-relative repre- 
sentation. 

In short, what counts as cheating is so content de- 
pendent that a detection mechanism equipped with a 
domain-general definition of violation would not be able 
to solve the problem of cheater detection. Hence, an ex- 
pert system designed for conditional reasoning about so- 
cial exchange should have a subroutine specialized for 
detecting cheaters. 



TABLE 87.1 
Computational machinery that governs reasoning about social contracts 

Design features predicted (and established) 

1. It includes inference procedures specialized for detecting cheaters. 
2. The cheater detection procedures cannot detect violations that do not correspond to cheating (e.g, mistakes when no one 

profits from the violation). 
3. The machinery operates even in situations that are unfamiliar and culturally alien. 
4. The definition of cheating varies lawfully as a function of one's perspective. 
5 .  The machinery is just as good at computing the cost-benefit representation of a social contract from the perspective of one 

party as from the perspective of another. 
6. It cannot detect cheaters unless the rule has been assigned the cost-benefit representation of a social contract. 
7. It translates the surface content of situations involving the contingent provision of benefits into representational primitives, 

such as "benefit," "cost," "obligation," "entitlement," "intentional," and "agent." 
8. It imports these conceptual primitives, even when they are absent from the surface content. 
9. It derives the implications specified by the computational theory, even when these are not valid inferences of the propositional 

calculus (e.g., "If you take the benefit, then you are obligated to pay the cost" implies "If you paid the cost, then you are 
entitled to take the benefit"). 

10. It does not include procedures specialized for detecting altruists (individuals who have paid costs but refused to accept the 
benefits to which they are therefore entitled). 

11. It cannot solve problems drawn from other domains (e.g., it will not allow one to detect bluffs and double-crosses in situations 
of threat). 

12. It appears to be neurologically isolable from more general reasoning abilities (e.g., it is unimpaired in schizophrenic patients 
who show other reasoning deficits; Maljkovic, 1987). 

13. It appears to operate across a wide variety of cultures (including an indigenous population of hunter-horticulturists in the 
Ecuadorian Amazon; Sugiyarna, Tooby, and Cosmides, 1995). 

Alternative (by-~roduct) hypotheses eliminated 

1. That familiarity can explain the social contract effect. 
2. That social contract content merely activates the rules of inference of the propositional calculus. 
3. That social contract content merely promotes (for whatever reason) "clear thinking." 
4. That permission schema theory can explain the social contract effect. 
5 .  That any problem involving payoffs will elicit the detection of violations. 
6. That a content-independent deontic logic can explain the effect. 

Based on evidence reviewed in Cosmides and Tooby, 1992. 

3. Algorithms regulating social exchange should be 
able to operate even over unfamiliar contents and situa- 
tions. Unlike other primates, who exchange only a lim- 
ited array of favors (e.g., grooming, food, protection), 
humans trade an almost unlimited variety of goods and 
services. Moreover, one needs to be able to interpret 
each new situation that arises-not merely ones that have 
occurred in the past. Thus, the algorithms should be 
able to operate properly even in unfamiliar situations, as 
long as they can be interpreted as involving the condi- 
tional provision of benefits. This means the representa- 
tional format of the algorithms cannot be tied to specific 
items with a fixed exchange rate (e.g., one could imagine 
the reciprocation algorithms of vampire bats, who share 
regurgitated blood, to specify an exchange rate in blood 
volume). From the surface content of a situation, the al- 
gorithms should compute an abstract level of repre- 
sentation, with representational primitives such as 
bene$twt 7, requirementag,,, 7, agent 7 ,  agent 2, costagmt 2, 
and so forth. 

4. In the context of social exchange, modals such as 
"mustn and "may" should be interpreted deontically, as 
referring to obligation and entitlement (rather than to 
necessity and possibility). As a result, cheating is taking a 
benefit one is not entitled to. It does not matter where 
terms such as "benefit taken" or "requirement not metn 
fall in the logical structure of a rule. In addition, there 
are constraints on when one should punish cheating, 
and by how much (Cosmides, 1985; Cosmides and 
Tooby, 1989). 

Such analyses provided a principled basis for gener- 
ating detailed hypotheses about reasoning procedures 
that, because of their domain-specialized structure, 
would be well designed for detecting social condition- 
als involving exchange, interpreting their meaning, and 
successfully solving the inference problems they pose 
(table 87.1). These hypotheses were tested using stan- 
dard methods from cognitive psychology, as described 
below. 



Part of your new job for the City of Cambridge is to study the demographics of transportation. You read a previously done 
report on the habits of Cambridge residents that says: "If a person goes into Boston, then that person takes the subway." 

The cards below have information about four Cambridge residents. Each card represents one person. One side of a card 
tells where a person went, and the other side of the card tells how that person got there. Indicate only those card(s) you 
definitely need to turn over to see if any of these people violate this rule. 

FIGURE 87.1 The Wason selection task (descriptive rule, fa- P and not-Qcan violate this rule, so the correct answer is to 
miliar content). In a Wason selection task, there is always a rule check the Pcard (to see whether it has a not-Qon the back), the 
of the form IfP then Q, and four cards showing the values P, not-Qcard (to see whether it has a P o n  the back), and no oth- 
not-P, Q ,  and not-Q(respective1y) on the side that the subject ers. Few subjects answer correctly, however, when given prob- 
can see. From a logical point of view, only the combination of lems with descriptive rules, such as the problem in figure 87.1. 

Computational theories (or task analyses) are impor- 
tant because they specify a mechanism's adaptive func- 
tion: the problem it was designed by natural selection to 
solve. They are central to any evolutionary investigation 
of the mind, for a simple reason. To show that an aspect 
of the phenotype is an adaptation, one needs to demon- 
strate a fit between form and function: One needs design 
evidence. There are now a number of experiments on hu- 
man reasoning comparing performance on tasks in 
which a conditional rule either did or did not express a 
social contract. These experiments-some of which are 
described below-have provided evidence for a series of 
domain-specific effects -predicted by our analysis of the 
adaptive problems that arise in social exchange. Social 
contracts activate content-dependent rules of inference 
that appear to be complexly specialized for processing 
information about this domain. These rules include sub- 
routines that are specialized for solving a particular 
problem within that domain: cheater detection. The pro- 
grams involved do not operate so as to detect potential 
altruists (individuals who pay costs but do not take bene- 
fits), nor are they activated in social contract situations in 
which errors would correspond to innocent mistakes 
rather than intentional cheating. Nor are they designed 
to solve problems drawn from domains other than social 
exchange; for example, they do not allow one to detect 
bluffs and double-crosses in situations of threat, nor do 
they allow one to detect when a safety rule has been vio- 
lated. The pattern of results elicited by social exchange 
content is so distinctive that we believe reasoning in this 
domain is governed by computational units that are do- 
main specific and functionally distinct: what we have 
called social contract algorithms (Cosmides, 1985, 1989; 
Cosmides and Tooby, 1992). 

To help readers track which hypotheses are tested by 
each experiment, we will refer to the list in table 87.1. 
For example, Dl  = design feature #1 (inference proce- 
dures specialized for detecting cheaters); B1 = byprod- 
uct hypothesis #I (that familiarity can explain the social 
contract effect). 

Ests with the Wason selection task 

To test for the presence of the design features predicted, 
we used an experimental paradigm called the Wason se- 
lection task (Wason, 1966; Wason and Johnson-Laird, 
1972). For more than 30 years, psychologists have been 
using this paradigm (which was orginally developed as a 
test of logical reasoning) to probe the structure of human 
reasoning mechanisms. In this task, the subject is asked 
to look for violations of a conditional rule of the form If 
P then 4, Consider the Wason selection task presented in 
figure 87.1. 

From a logical point of view, the rule has been violated 
whenever someone goes to Boston without taking the 
subway. Hence, the logically correct answer is to turn 
over the Boston card (to see if this person took the sub- 
way) and the cab card (to see if the person taking the cab 
went to Boston). More generally, for a rule of the form If 
P then Q, one should turn over the cards that represent 
the values P (a true antecedent) and not-Q(a false conse- 
quent). 

If the human mind develops reasoning procedures 
specialized for detecting logical violations of conditional 
rules, this would be intuitively obvious. But it is not. In 
general, fewer than 25% of subjects spontaneously make 
this response. Moreover, even formal training in logical 
reasoning does little to boost performance on descriptive 



rules of this kind (Cheng et al., 1986; Wason and 
Johnson-Laird, 1972). Indeed, a large literature exists that 
shows that ~ e o p l e  are not very good at detecting logical 
violations of if-then rules in Wason selection tasks, even 
when these rules deal with familiar content drawn fiom every- 
day life (Manktelow and Evans, 1979; Wason, 1983). 

The Wason selection task provided an ideal tool for 
testing hypotheses about reasoning specializations de- 
signed to operate on social conditionals, such as social 
exchanges, threats, permissions, obligations, and so on, 
because (1) it tests reasoning about conditional rules, (2) 
the task structure remains constant while the content of 
the rule is changed, (3) content effects are easily elicited, 
and (4) there was already a body of existing experimen- 
tal results against which performance on new content 
domains could be compared. 

For example, to show that people who ordinarily can- 
not detect violations of conditional rules can do so when 
that violation represents cheating on a social contract 
would constitute initial support for the view that people 
have cognitive adaptations specialized for detecting 
cheaters in situations of social exchange. To find that vi- 
olations of conditional rules are spontaneously detected 
when they represent bluffing on a threat would, for simi- 
lar reasons, support the view that people have reasoning 
procedures specialized for analyzing threats. Our gen- 
eral research plan has been to use subjects' inability to 
spontaneously detect violations of conditionals express- 
ing a wide variety of contents as a comparative baseline 
against which to detect the presence of performance- 
boosting reasoning specializations. By seeing which con- 
tent-manipulations switch on or off high performance, 
the boundaries of the domains within which reasoning 
specializations successfully operate can be mapped. 

The results of these investigations were striking. Peo- 
ple who ordinarily cannot detect violations of if-then 
rules can do so easily and accurately when that violation 
represents cheating in a situation of social exchange 
(Cosmides, 1985, 1989; Cosmides and Tooby, 1989, 
1992). Given a rule of the general form, "If you take ben- 
efit B, then you must satisfy requirement R," subjects 
choose the benefit accepted card and the requirement not met 
card-the cards that represent potential cheaters. The 
adaptively correct answer is immediately obvious to al- 
most all subjects, who commonly experience a "pop out" 
effect. No formal training is needed. Whenever the con- 
tent of a problem asks one to look for cheaters in a social 
exchange, subjects experience the problem as simple to 
solve, and their performance jumps dramatically. In gen- 
eral, 65% to 80% of subjects get it right, the highest per- 
formance found for a task of this kind (supports D 1). 

This is true for familiar social contracts, such as, "If 
a person drinks beer, then that person must be over 19 

E V ~  E X P ~ / ~ ~ ~ ~  EXP 4 
O Sodal Contract 

Exp 1 8 3: Social contract = social rule 
Exp 2 8 4: Social contract = personal exchange 

FIGURE 87.2 Detecting violations of unfamiliar conditional 
rules: social contracts versus descriptive rules. In these 
experiments, the same, unfamiliar rule was embedded either 
in a story that caused it to be interpreted as a social contract 
or in a story that caused it to be interpreted as a rule 
describing some state of the world. For social contracts, the 
correct answer is always to pick the benejt accepted card and 
the requirement not met card. (A) For standard social contracts, 
these correspond to the logical categories P and not-% P and 
not-Qalso happens to be the logically correct answer. More 
than 70% of subjects chose these cards for the social con- 
tracts, but fewer than 25% chose them for the matching de- 
scriptive rules. (B) For switched social contracts, the beneft 
accepted and requirement not met cards correspond to the logi- 
cal categories Q and not-l! This is not a logically correct 
response. Nevertheless, approximately 70% of subjects chose 
it for the social contracts; virtually no one chose it for the 
matching descriptive rule. 

years old" (Griggs and Cox, 1982; Cosmides, 1985). 
According to our computational theory, however, per- 
formance also should be high for unfamiliar ones-such - 
as, "If a man eats cassava root, then he must have a 
tattoo on his face," where cassava root is portrayed as 
a highly desirable aphrodisiac and having a facial tat- 
too is a sign of being married. As figure 872A shows, 
this is true. Subjects choose the benefit accepted card 
(e.g., "ate cassava root") and the requirement not met 
card (e.g., "no tattoo") for any social conditional that 
can be interpreted as a social contract and in which 
looking for violations can be interpreted as looking for 
cheaters (supports Dl, D3, D7, D8; disconfirms B1; 
Cosmides, 1985, 1989; Gigerenzer and Hug, 1992; 
Platt and Griggs, 1993). Indeed, familiarity did not 
help at all. Cosmides (1985) found that performance 
was just as high on unfamiliar as on familiar social 
contracts-an uncomfortable result for any explanation 
that invokes domain-general learning, which depends 
on familiarity and repetition. 

From a domain-general, formal view, investigating 
men eating cassava root and men without tattoos is logi- 



cally equivalent to investigating people going to Boston 
and people taking cabs. But everywhere it has been 
tested (adults in the United States, United Kingdom, 
Germany, Italy, France, Hong-Kong, Japan; schoolchil- 
dren in Ecuador; Shiwiar hunter-horticulturists in the 
the Ecuadorian Amazon (Sugiyama, Tooby, and Cos- 
mides, 1995), people do not treat social exchange prob- 
lems as equivalent to other kinds of reasoning problems. 
Their minds distinguish social exchange contents and 
reason as if they were translating these situations into 
representational primitives such as "benefit," "cost," 
"obligation," "entitlement," "intentional," and "agent" 
(Cheng and Holyoak, 1985; Cosmides, 1989; Platt and 
Griggs, 1993; supports D13). Indeed, the relevant infer- 
ence procedures are not activated unless the subject has 
represented the situation as one in which one is entitled 
to a benefit only if one has satisfied a requirement. 

Do social contracts simply activate content-pee 
logical rules? 

The procedures activated by social contract rules do not 
behave as if they were designed to detect logical viola- 
tions per se; instead, they prompt choices that track 
what would be useful for detecting cheaters, regardless 
of whether this happens to correspond to the logically 
correct selections. For example, by switching the order 
of requirement and benefit within the if-then structure of 
the rule (figure 87.3), one can elicit responses that are 
functionally correct from the point of view of cheater de- 
tection, but logically incorrect. Subjects choose the bene- 
jit accepted card and the requirement not met card-the 
adaptively correct response if one is looking for cheat- 
ers-no matter what logical category these cardsfall into (fig- 
w e  87.2B; supports D9, D8; disconfirms B2, B3, B1) 
This means that cheater detection is not accomplished 
by procedures embodying the content-free rules of 
logical inference. If it were, then subjects would choose 
the logically correct response-P and not-Q-even on 
switched rules, where these represent the requirement met 
card (P) and the bent$ not accepted card (not-&. Yet these 
represent people who cannot possibly have cheated. A 
person who has met a requirement without accepting 
the benefit this entitles one to is either an altruist or a 
fool, but not a cheater. 

That content-free rules of logic are not responsible 
for cheater detection was demonstrated in a different 
way by Gigerenzer and Hug (1992) in experiments de- 
signed to test the prediction that what counts as cheat- 
ing should depend on one's perspective (D4, D5, B2, 
B4). Subjects were asked to look for violations of rules 
such as, "If a previous employee gets a pension from a 
fim, then that person must have worked for the firm 

for at least 10 years." For half of them, the surrounding 
story cued the subjects into the role of the employer, 
whereas for the other half, it cued them into the role of 
an employee. 

If social contracts activate rules for detecting logical 
violations, then this manipulation should make no dif- 
ference. Perspectives, such as that of employer versus 
employee, play no role in formal logic: To detect a log- 
ical violation, the P card ("employee got the pension") 
and the not-Qcard ("employee worked for less than 10 
years") should be chosen, no matter whose perspec- 
tive you have taken. But in social contract theory, per- 
spective matters. Because these two cards represent 
instances in which the employer may have been 
cheated, a cheater detection subroutine should choose 
them in the employer condition. But in the employee 
condition, the same cheater detection procedures ought 
to draw attention to situations in which an employee 
might have been cheated, that is, the "employee 
worked for more than 10 years" card (Q) and "em- 
ployee got no pension" card (not-8. In the employee 
condition, Q and not-P is logically incorrect, but adap- 
tively correct. 

The results confirmed the social contract prediction. 
In the employer condition, 73% of subjects chose P and 
not-&(which is both logically and adaptively correct), 
and less than 1% chose Qand not-P (which is both logi- 
cally and adaptively incorrect). But in the employee 
condition, 66% chose Qand not-P-which is logically in- 
correct but adaptively correct-and only 8% chose P and 
not-Ewhich is logically correct, but adaptively incorrect 
(supports D4, D7, D9; disconfirms B2, B4). Further- 
more, the percent of subjects choosing the correct 
cheater detection response did not differ significantly in 
these two conditions (73% vs. 66%), indicating that it was 
just as easy for subjects to compute a cost-benefit repre- 
sentation from the perspective of the employer as from 
that of the employee (supports D5). 

Are cheater detection procedures part of 
'keneral intelligence"? 

Data from Maljkovic (1987) show that the ability to 
detect cheaters can remain intact even in individuals 
suffering large impairments in their more general intel- 
lectual functioning. Maljkovic tested the reasoning of 
patients suffering from positive symptoms of schizo- 
phrenia, comparing their performance to that of hospi- 
talized controls. The schizophrenic patients were indeed 
impaired on more general tests of logical reasoning, in a 
way typical of individuals with frontal lobe dysfunction. 
But their ability to detect cheaters on Wason selection 
tasks was unimpaired (supports Dl, D12; disconfirms 



Consider the following rule: 

Standard version: 
I f  you take the benefit, then you meet the requirement (e.g., "If I give you $10, then you give me your watch"). 
If P then Q 

Switched version: 
If you meet the requirement, then you take the benefit (e.g., "If you give me your watch, then 1'11 give you $10"). 
If P then Q /"".I Fl 
Standard: P not-P Q not-Q 
Switched: Q not-Q P not- P 

FIGURE 87.3 Generic structure of a social contract. A cheater 
detection subroutine always would cause one to look at in- 
stances in which the potential violator has taken the benefit and 
not met the requirement. But whether this corresponds to the 
logically correct answer (Pand not-Q) depends on exactly how 
the exchange was expressed. The same social contract has been 
offered to you, whether the offerer says, "If I give you $10, then 
you give me your watch" (standard) or "If you give me your 
watch, I'll give you $10" (switched). But the benefit to you (get- 
ting the $10) is in the Pclause in the standard version and in the 

B1, B3). This is all the more remarkable given that 
schizophrenics usually show impairments on virtually 
any test of intellectual functioning that they are given 
(McKenna, Clare, and Baddeley, 1995). Maljkovic ar- 
gues that a dissociation of this kind is what one would 
expect if social exchange, which is a long-enduring 
adaptive problem, is generated by mechanisms in more 
evolutionarily ancient parts of the brain than the frontal 
lobes. Whether this conjecture is true or not, her results 
indicate that the algorithms responsible for cheater de- 
tection are different from those responsible for perfor- 
mance on the more general lopcal reasoning tasks these 
patients were given. 

Are these effects produced by permission schemas ? 

The human cognitive phenotype has many features that 
appear to be complexly specialized for solving the adap- 
tive problems that arise in social exchange. But demon- 
strating this is not sufficient for claiming that these 
features are cognitive adaptations for social exchange. 
One also needs to show that these features are not more 
parsimoniously explained as the by-product of mecha- 
nisms designed to solve some other adaptive problem or 
class of problems. 

Qclause in the switched version. Likewise, your not meeting 
the requirement (not giving me the watch) would correspond to 
the logical category not-Qin the standard version and not-Pin 
the switched version. By always choosing the bent@ accepted 
and requirement not met cards, a cheater detection procedure 
would cause one to choose Pand not-Qin the standard version- 
a logically correct response-and Q and not-P in the switched 
version-a logically incorrect response. By testing switched so- 
cial contracts, one can see that the reasoning procedures acti- 
vated cause one to detect cheaters, not logical violations. 

TABLE 87.2 
The permission schema is composed offour production rules 

-- - -- - -- - - -  -- 

1. Rule 1: If the action is to be taken, then the precondition 
must be satisfied. 

2. Rule 2: If the action is not to be taken, then the 
precondition need not be satisfied. 

3. Rule 3: If the precondition is satisfied, then the action may 
be taken. 

4. Rule 4: If the precondition is not satisfied, then the action 
must not be taken. 

From Cheng and Holyoak, 1985. 

For example, Cheng and Holyoak (1985, 1989) also 
invoke content-dependent computational mechanisms 
to explain reasoning performance that varies across do- 
mains. But they attribute performance on social contract 
rules to the operation of a permission schema (and/or an 
obligation schema; these do not lead to different predic- 
tions on the kinds of rules usually tested; see Cosmides, 
1989), which operates over a larger class of problems. 
They propose that this schema consists of four produc- 
tion rules (table 87.2) and that their scope is any permis- 
sion rule, that is, any conditional rule to which the 
subject assigns the following abstract representation: "If 
action A is to be taken, then precondition P must be sat- 
isfied." All social contracts are permission rules, but not 
all permission rules are social contracts. The conceptual 



Permission rules 

FIGURE 87.4 All social contracts are permission rules; all pre- 
caution rules are permission rules; but not all permission ~ l e s  
are social contracts or precautions. Many permission rules that 
have been tested fall into the white area (neither social con- 
tracts nor precautions): these do not elicit the high levels of 
performance that social contracts and precaution rules do. This 
argues against permission schema theory. By testing patients 
with focal brain damage and through priming studies, one can 
see whether reasoning about social contracts and precautions 
can be dissociated. These methods allow one to determine 
whether reasoning about social contracts and precaution rules 
is generated by one permission schema, or by two separate do- 
main-specific mechanisms. 

primitives of a permission schema have a larger scope 
than those of social contract algorithms. For example, a 
"benefit taken" is a kind of "action taken," and a "cost 
paid" (i.e., a benefit offered in exchange) is a kind of 
"precondition satisfied." They take evidence that people 
are good at detecting violations of precaution rules- 
rules of the form, "If hazardous action H is taken, then 
precaution P must be met"-as evidence for their hy- 
pothesis (on precautions, see Manktelow and Over, 
1988, 1990). After all, a precaution rule is a kind of per- 
mission rule, but it is not a kind of social contract. We, 
however, have hypothesized that reasoning about pre- 
caution rules is governed by a functionally specialized 
inference system that differs from social contract algo- 
rithms and operates independently of them (Cosmides 
and Tooby, 1992, 1997; Fiddick, 1998; Fiddick, 
Cosmides, and Tooby, 1995; figure 87.4). 

In other words, there are two competing proposals for 
how the computational architecture that causes reason- 
ing in these domains should be dissected. Several lines 
of evidence speak to these competing claims. 

ARE BENEFITS NECESSARY? According to the gram- 
mar of social exchange, a rule is not a social contract un- 
less it contains a benefit to be taken. Transformations of 
input should not matter, as long as the subject continues 
to represent an action or state of affairs as beneficial to the 
potential violator and the violator as illicitly obtaining 
this benefit The corresponding argument of the permis- 
sion schema-an action to be taken-has a larger scope: Not 

all "actions taken" are "benefits taken." If this construal of 
the rule's representational structure is correct, then the 
behavior of the reasoning system should be invariant 
over transformations of input that preserve it. But it is not. 
For example, consider two rules: (1) "If one goes out at 
nighf then one must tie a small piece of red volcanic rock 
around one's ankle" and (2) "If one takes out the garbage 
at night, then one must tie a small piece of red volcanic 
rock around one's ankle." Most undergraduate subjects 
perceive the action to be taken in (1)-going out at night- 
as a benefit, and 80% of them answered correctly. But 
when one substitutes a different action-taking out the 
garbage-into the same place in the argument structure, 
then performance drops to 44% (supports D6, D7; dis- 
confirms B4, B6; Cosmides and Toohy, 1992). This trans- 
formation of input preserves the action to be taken 
representational structure, but it does not preserve the 
benejt to be taken representational structure-most people 
think of taking out the garbage as a chore, not a benefit. 
If the syntax of the permission schema were correct, then 
performance should be invariant over this transforma- 
tion. But a drop in performance is expected if the syntax 
of the social contract algorithms is correct. 

We have been doing similar experiments with precau- 
tion rules (e.g., "If you make poison darts, then you must 
wear rubber gloves."). All precaution rules are permis- 
sion rules (but not all permission rules are precaution 
rules). We have been finding that the degree of hazard 
does not affect performance, but the nature of the pre- 
caution does-even though all the precautions taken are in- 
stances of preconditions satzsfed. Performance drops when 
the precaution is not perceived as a good safeguard 
given the hazard specified (Rutherford, Tooby, and 
Cosmides, 1996). This is what one would expect if the 
syntax of the rules governing reasoning~in this domain 
take representations such as facing a k r d  and precaution 
taken; it is not what one would expect if the representa- 
tions were action taken and precondition satzsfed. 

DOES THE VIOLATION HAVE TO BE CHEATING? By 
hypothesis, social contract algorithms contain certain 
conceptual primitives that the permission schema lacks. 
For example, cheating is taking a benefit that one is not 
entitled to; we have proposed that social contract algo- 
rithms have procedures that are specialized for detecting 
cheaters. This conceptual primitive plays no role in the 
operation of the permission schema. For this schema, 
whenever the action has been taken but the precondi- 
tion has not been satisfied, a violation has occurred. Peo- 
ple should be good at detecting violations, whether that 
violation counts as cheating (the benefit has been illicitly 
taken by the violator) or a mistake (the violator does not 
get the benefit stipulated in the rule). 

COSMIDES AND TOOBY: CO( 



Given the same social contract rule, one can manipu- 
late contextual factors to change the nature of the viola- 
tion from cheating to a mistake. When we did this, 
performance changed radically, from 68% correct in the 
cheating condition to 27% correct in the mistake condi- 
tion (supports D2; disconfirms B1-B6). Gigerenzer and 
Hug (1992) found the same drop in response to a similar 
context manipulation. 

In bargaining games, experimental economists have 
found that subjects are twice as likely to punish defec- 
tions when it is clear that the defector intended to cheat 
as when the defector is a novice who might have simply 
made a mistake (Hoffman, McCabe, and Smith, 1997). 
This provides interesting convergent evidence, using en- 
tirely different methods, for a conceptual distinction be- 
tween mistakes and cheating, where intentionality also 
plays a role. 

IS REASONING ABOUT SOCIAL CONTRACTS AND 
PRECAUTIONS GENERATED BY ONE MECHANISM 
OR TWO? If reasoning about social contracts and pre- 
cautions is caused by one and the same mechanism-a 
permission schema-then neurological damage to this 
schema should lower performance on both rules 
equally. But if reasoning about these two domains is 
caused by two, functionally distinct mechanisms, then 
one could imagine neurological damage to the social 
contract algorithms that leaves the precaution mecha- 
nisms unimpaired, and vice versa. Stone and col- 
leagues (Stone, Cosmides, and Tooby, 1996; Stone, 
Cosmides, and Tooby, forthcoming; Stone et al., 1997) 
tested R. M., a patient with bilateral damage to his orb- 
itofrontal and anterior temporal cortex, as well as to the 
left amygdala, on social contract and precaution prob- 
lems that had been matched for difficulty on normal 
controls (who got 71% and 73010 correct, respectively). 
R. M.'s performance on the precaution problems was 
70% correct: equivalent to that of the normal controls. 
In contrast, his performance on the social contract 
problems was only 39% correct. This is a marked im- 
pairment, whether compared to the normal controls or 
to his own performance on the precaution problems 
(figure 87.5). R. M.'s difference score-his percent cor- 
rect for precautions minus his percent correct for so- 
cial contracts-was 31 percentage points. In contrast, the 
difference scores for individual normal subjects were all 
close to zero (mean = 0.14 percentage points). If rea- 
soning on both social contracts and precautions were 
caused by a single mechanism-whether a permission 
schema or anything else-then one would not be able to 
find individuals who perform well on one class of con- 
tent but not on the other. This pattern of results is best 
explained by the hypothesis that reasoning about these 

FIGURE 87.5 Performance of R.M. versus normal controls: 
precautions versus social contracts. Selective impairment of so- 
cial contract reasoning in R. M., a patient with bilateral dam- 
age to the orbitofrontal and anterior temporal lobes and 
damage to the left amygdala. R. M. reasons normally when 
asked to look for violations of precaution rules but has diffi- 
culty when asked to look for (logically isomorphic) violations 
of social contracts (i.e., detecting cheaters). The paxis plots the 
difference between R. M.'s percent correct and the mean per- 
formance of 37 normal controls. (Data from Stone, Cosmides, 
and Tooby, 1996.) 

two types of content is governed by two separate mech- 
anisms. 

Although tests of this kind cannot conclusively estab- 
lish the anatomical location of a mechanism, tests with 
other patients suggest that arnygdalar damage was impor- 
tant in creating this selective deficit. Stone and associates 
tested two other patients who had no damage to the 
amygdala. One had bilateral orbitofrontal and anterior 
temporal damage; the other had bilateral anterior tempo- 
ral damage, but no orbitofrontal damage. Neither patient 
exhibited a selective deficit; indeed, both scored ex- 
tremely high on both classes of problems. 

Convergent evidence for the single dissociation found 
by Stone and colleagues comes from a study by Fid- 
dick and associates (Fiddick, Cosmides, and Tooby, 
1995; Fiddick, 1998). Using a priming paradigm, they 
produced a functional dissociation in reasoning in nor- 
mal, brain-intact subjects. Indeed, they were able to 
produce a double dissociation between social contract 
and precaution reasoning. More specifically, they found 
that: (1) when the problem used as a prime involved a 
clear social contract rule, performance on the target 
problem-an ambiguous social contract-increased. 
Moreover, this was due to the activation of social con- 
tract categories, not logcal ones: when the prime was a 
switched social contract, in which the correct cheater 



detection answer is not the logically correct answer (see 
figure 87.3), subjects matched their answers on the target 
to the prime's benefit/requirement categories, not its 
logical categories. (2) When the prime was a clear pre- 
caution rule, performance on an ambiguous precaution 
target increased. Most importantly, (3) these effects 
were caused by the operation of two mechanisms, 
rather than one: the precaution prime produced little or 
no increase in performance on an ambiguous social 
contract target; similarly, the social contract prime pro- 
duced little or no increase in performance on an ambi- 
guous precaution target. 

This should not happen if permission schema theory 
were correct. In that view, it should not matter which rule 
is used as a prime because the only way in which social 
contracts and precautions can affect the interpretation of 
ambiguous rules is through activating the more general 
permission schema. Because both types of rules strongly 
activate this schema, an ambiguous target should be 
primed equally by either one. 

Conclusion 

Many cognitive scientists believe that theories of adap- 
tive function are an explanatory luxury-fanciful, unfalsi- 
fiable post-hoc speculations that one indulges in at the 
end of a project, after the hard work of experimentation 
has been done. Nothing could be farther from the truth. 
By using a computational theory specifying the adaptive 
problems entailed by social exchange, we and our col- 
leagues were able to predict, in advance, that certain 
very subtle changes in content and context would pro- 
duce dramatic differences in how people reason. With- 
out this theory, it is unlikely that this very precise series 
of effects would have been found. Even if someone 
stumbled upon a few of them, it is unlikely that their sig- 
nificance would have been recognized. Indeed, the situ- 
ation would be similar to that in 1982, when we started 
this work: cognitive scientists could not understand why 
some familiar content-such as the drinking-age prob- 
lem-produced "logical" reasoning whereas other famil- 
iar content-such as the transportation problem-did not 
(Griggs and Cox, 1982). By applying the adaptationist 
program, we were able to explain what was already 
known and to discover design features that no one had 
thought to test for before. 

To isolate a functionally organized mechanism within 
a complex system, one needs a theory of what function 
that mechanism was designed to perform. The goal of 
cognitive neuroscience is to dissect the computational 
architecture of the human mind into functional units. 
The adaptationist program is cognitive neuroscience's 
best hope for achieving this goal. 
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NOTE 

1. Its relative rarity also suggests that this machinery is un- 
likely to evolve unless certain other cognitive capacities- 
components of a theory of mind, perhaps-are already in 
place. 
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